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ABSTRACT need without having to reason about the best query to re-
In this paper, we demonstrate the implementation of an ef- trieve the information.
fective complete-web recommender system (iMebICLitg Zukerman [16] distinguishes two main classes of web-

using browsing behavior models to predict relevant Web recommendersContent-basedystems use samples of past
pages. Behavior-based models use fine-grained informa-user behavior to learn what types of content appeal to a user.
tion about the actions a user takes while browsing the web The system then recommends pages with similar content.
and the exact sequence of pages they follow to proactively Collaborative filteringsystems uses samples of past user be-
provide responsive session-specific site-independent recomhavior to learn how the current user is similar to other users.
mendations. The current paper also briefly presents browsingThe system then recommends pages to the user that have also
behavior-based models, and summarizes initial results frombeen selected by similar users. Both Content-based and col-
a large-scale field trial. The study suggests that the positivelaborative filtering systems have been well studied in the lit-
laboratory results for the original model transfer to real users erature and their strengths and weaknesses are well under-

browsing arbitrary web pages for day-to-day tasks. stood. Content-based systems need a large sample of past
user selections to establish user interests whereas collabo-
Keywords rative filtering systems only work well when there is a suf-
Browsing Behavior Model, Machine Learning, Information ficient pool of similar users. Both types of systems suffer
Search, Web Content Recommendations from objective measures of validity as we cannot know if the
user’s past choices or the choices made by other similar users
1 Introduction were really satisfactory and both types of systems tends to be

While the World Wide Web contains a vast quantity of in- site specific due to their need for information about the user’s
formation, it is often time consuming and difficult for web past browsing behavior.

users to find the information they are seeking on the Web. |, previous work [14], we have pointed out two opportuni-
Typically users will employ a search engine to find informa- tjes for extending current web-recommender systems. First,
tion. In order to benefit from these search engines, however,ye observed that a user’'s needs can change dramatically as
users must have intuitions about what keywords they shouldihe yser plays different roles in life and works on various
use to effectively discriminate the information they are seek- t3s5ks and subtasks. A sensible recommender systems should
ing from the information they don’t want from among the recognize the differences between current interests and long
billions of Web pages that search engines typically index.  term interests and makes its recommendations based on the
A number of researchers have proposed web-recommendeuser’s current needs. We think of the searches for each dis-
systems that attempt to learn a user’s information needstinct information need as occurring in distinct "sessions” and
from observations of their past web-browsing behaviors. we call this concepsession specific recommendation

techniques to locate web resources that satisfy the userspy pringing relevant material to their attention even though
needs. In this way, the user receives the information they they may not have thought to ask for it. We call thisactive
recommendation

We then proposed that we can use passive observations of
the user’s fine-grained web-browsing actions and the specific
sequences of web-pages they were applied to to learn more
about user’s interests than is possible with static analysis of

Copyright is held by the author/owner(s). a bag of web pages visited by the user and with less input
Workshop: Beyond Personalization 2005 from the user than systems that require the user to label spe-
IUro5, January 9, 2005, San Diego, California, USA cific pages with their judgments. Since our analysis is based

http://iwww.cs.umn.edu/Research/GroupLens/beyond2005 on the user’s current dynamic actions it can be made session



specific. Since we can obtain this information unobtrusively, tives systems within these approaches:

we can gather user's interests and make proactive recommen-  cOB: Co-occurrence Based — e.g., Association
dations. We say that we use the user's browsing behaviorsto  ryje [2], Sequential Pattern [3], etc.

make proactive session-specific recommendations. CF: Collaborative Filtering [12]

Our focus on the extraction of the user’s information needs ﬁgi\ﬂc':%netﬁﬂts_t?cagzi E[J%I I\%I’oAcfj]el 1106

instead of the indexing of material has an additional bene- . - A

fit: namely, the approgch is compatible with many existing IC-Models: IC-based Models; see Section 3.

methods for indexing material within a content-based frame- We find it useful to compare these systems on a number of
work. In particular, our system can turn inferences about userparameters:

information needs into queries for standard search engines.

This potentially allows us to recommend any web-resource ¢ All systems require a model of the user’s interests, but
indexed by major search engines to our users. some learn the model and some do not.

In this paper we report on a newly developed Web recom-  { gome systems require a training phase in which users
mender system —WeblClLite Like most recommendation distinguish content they desire from content they do not.
systemsWeblCLitewatches a user as s/he navigates through

a sequence of pages, and suggests pages that (it predicts) will e Systems vary in the extent to which they can use in-
provide the relevant informationWeblCLitediffers from formation learned from specific users (individual) and
most other web recommendation system in several respects.  groups of users (Group or Population).

First, while many recommendation systems are server-side ) )

and hence specific to a single web site [10, 1, 13], our client- ® Systems vary according to how they validate the recom-
side system is not so specific, and so can point users to pages ~ Mendations they make. Some use indirect information
anywhere on the WelSecondlyWebICLitecan predict the contf';uned in correlations whereas others use explicit di-
user’s information needynamically based on the current rect judgments of content.

context — that is, the current session. (This is based on pat-
terns found over the “browsing properties” of the words ap-
pearing in the session; see Section 3.) The third difference

deals with the goal of the recommendation system: our goalA table comparing our representative systems on these di-

is to recommend only useful pages; i.e., pages that are reles,osions appears in Table 1. Due to space restrictions, we

vant to the user's task. These “Information Content” pages y,ye had to abbreviate our discussion of recommender sys-
(aka IC-pages) are just the pages the user needs 10 SolVgy g 1t we invite the reader to consult the references to
his/her current task, and not the overhead pages required 190l1ow up on the details of these approaches

reach them. This differs from systems that instead attempt
to lead the user to pages that similar users have visited ear3 Session Specifc Information Needs Model

lier (|r'1dekp1)endent of wI;]ether those “familiar” pages in fact | iy other researchers, we have chosen to conceptualize web
contain the answer to the user's current quest). FinlBb- . ysing as a search for content satisfying a specific, well-

ICLite is “passive”, in that it can recommend pages relevant defined "information need”. Like many systems, we observe
to the user'surrentinformation need without requiring the choices made by users while browsing. In our model, how-

user to do any additional work —e.g., the user does not r‘ee‘jever, we are interested in the user’s session specific infor-

to answer |r?tru5|ve questions, etc. _ _ mation need and we use the user’s individual fine-grained
Section 2 discusses related work. Section 3 then describe arowsing actions and the exact sequence of pages visited by
simple procedure for training our models, and the results of athe user to find out what it is. First, we give some gen-
user study (i.e., LILAC) that demonstrates the ability of our eral background on our browsing-behavior based approach

model to predict pages useful to the current user, from any- to recommendation and then we briefly describe several spe-
where on the Web. Section 4 describes an implementation ofcific algorithms.

our ideas in the form of a stand-alone web browgéebIC-
Lite, that runs on the user’s computer, and provides on-line 3.1 Browsing Behavior Models
recommendations, to pages anywhere on the Web, not jusiConsider the example suggested by Figure 1. Imagine the
on the user’s current Web site. Finally, Section 5 concludes user, needing information about marine animals, sees a page
with a summary of our key contributions and insights. with links on “Dolphins” and “Whales”. Clicking on the
“Dolphins” link takes the user to a page about the NFL Foot-
2 Related Work ball team. As this page does not contain the information that
Many groups have built various types of systems that make this user is seeking (at least, not at this time), the user “backs
recommendations to users. One can get a sense of theip”. As the word “Football” appears on the previous page
breadth of work in this area from the table below which sum- but not on the current page, this “backing-up” behavior sug-
marizes a number of common approaches and representagests that “Football” might not be relevant to his/her search

e Some systems take the sequence of pages into account,
and some do not.



Dimensions | coB | CF | cB | HBM | Our Models

Specific Site/Domain Yes Yes Yes No No

Model Acquisition Learning Learning | Learning | Hand-coded| Learning

Annotation Required (training) No No Yes No Yes

Annotation Required (performance)) No No No No No

Reference Set Population| Group Individual | None Individual/Group/Population
Recommendation Validity Indirect N/A Direct Direct Direct

Using Sequential Information No No No Yes Yes

Table 1: Techniques for Recommender System

3.2 Specific Models

Within the framework described above, we have imple-
- gghﬁﬁf’f?'géém mented a number of specific algorithms for identifying

information-need-revealing patterns. These patterns can be
used to form queries to a search engine which does the ac-
tual retrieval of recommended pages. All of the algorithms
require data labeled by human subjects.

Fle Edt View Favorites Took Help

-5 QRA QDI . - . . .
3 eee 6 IC-word: is our original algorithm. It requires subjects to

e explicitly identify pages with useful content. In this algo-

rithm, we attempt to predict if a word that occurs in pages
during the user’s browsing sequence will appear on the infor-
mation content page identified by the user. This prediction
is done for each word independently and is based on only
the browsing features of words in the sequence; that is, their
pattern of occurrences within pages in the sequence and the
actions applied to the pages they appear on. Any word with
the same features will get the same score.

Figure 1: Browsing Behavior of Words, within Session

task. The user then tries the “Whale” pointer, which links
to a page whose title includes “whale”, and which includes
whales, oceans, and other marine terms in its content. ThelC-Relevant: is a new algorithm developed for the current

user then follows a link on that page, anchored with “whale” study. It requires subjects to explicitly indicate words that
to another with similar content, and so forth, until terminat- were relevant to their need. In this algorithm, we attempt
ing on a page about a local aquarium. This behavior suggestdo predict if a word that occurs in the pages of the user’s
that words such as “Whale” and “Ocean” are relevant, but browsing sequence will be in a set of words the user explic-
“football” is not. itly marks as relevant keywords.

The above observation suggest that the user’s current infor-c_Query: is our most sophisticated algorithm and was also
mation need can be identified from the pages the user Vis-newly developed for this study. It is based on the observation
its and the actions that the user applies to the pages. Thepat many of the words occurring on IC-pages are general
content of the page is communicated by the roles that words(g g “the”, “page”, etc.) and therefore not particularly rel-
play on the page. We make the simplifying assumption that eyant to the page content. In particular, few of these words
we can represent the information need of the session by ayoy|d help locate this page, in a search engine. We also ob-
set of significant words from the session. We further assumegearye that the words used in a search query are not indepen-
that the significance of words can be judged independently gent. The specific combination of words and the order they
for each word from the roles played by instances o_f the Word_appear are significant. The goal of the IC-Query algorithm is
on pages throughout the sequence (e.g., appearing as plaig, find the 4-word search query that would most likely return
text, highlighted in a title, appearing in followed hyperlink,  the |C-pages identified by the user. Empirical investigations
etc.). To capture the reaction of the Web user, we recordedn;s revealed that 4-word queries are quite effective. The pre-
a number of browsing features from the page sequence. Oukjse details of training the IC-Querymodel are complex and
papers [14, 15] provide a complete list of these “browsing il pe the subject of a future paper.

features”.

To obtain the user model for Web recommendation, we first 3-3 Experimental Design of the LILAC Study

collected a set of annotated web logs (where the user hastarlier laboratory studies revealed significant potential for
indicated which pages are IC-pages), from which our learn- behavior based methods [14, 15] and were an important mo-
ing algorithm learned to characterize the IC-page associatedivation for the current work. The current study, a large field
with the pages in any partial subsession [14, 15]. experiment code-named “LILAC” (Learn from the Internet:



How does your page compare to the recommended page? .

e Fully answered my question 05 [

e Relevant, but does not answer my question fully 2

e Interesting, but not so relevant - o

o Remotely related, but still in left field : 7

e Not related at all -

Figure 2: Evaluation dialog options . . .
Somewhat Interesting Remotehy Irrelevant

Log, Annotation, Content), was intended to gather training [mFH# BIcWard mic-Relevant BIC-Query |
data for creating future recommendation models and to eval- Figure 3: Overall Results of the LILAC Study

uate the quality of recommendation models on a wide sample

of users working on realistic, unconstrained tasks, seeking
information from arbitrary sites on the Web. to click on the “Suggest” buttonWebICpresents a recom-

mended page for review. Subjects were then asked to pro-
vide an absolute subjective rating of the usefulness of the
suggested page with respect to his/her current information
needs. Users were also asked to rate subsets of words ap-

ing personal or confidential browsing and were given the op- tphearlng mtthteh sesslons taccocridmg to how relevant they felt
tion of declining to submit web logs. User’'s were paid an ey were o their current needs.

honorarium for both their time and the number of sessions Data obtained from earlier weeks in the study were used to
they generated. train improved behavior models for the current week of the

LILAC was scheduled to last 5 weeks and involved 104 par-
ticipants who installed a modified version of the internet-
explorer web-browsenVeblG on their home or business
computers. Users were encouraged to disable tracking dur

The experimental design had 4 cases based on the mode?tUdy'

used to provide recommendations to the user. The four mod-The 104 subjects visited 93,443 web pages, marked 2977
els were Followed Hyperlink Word (FHW) a sensible rec-  pages as IC-pages and asked for recommendations by click-
ommendation strategy taken from the literature, our original ing the “Suggest” button 2531 times over the course of the 5-
behavior based model IC-word and our two newer methods Week LILAC study. Summary statistics for the comparative
IC-Relevant and IC-Query described above. Each of theseranking used for IC-pages appear in Figure 3. The bars show
models produced a set of words which we then sent to thethe relative percentage of each of the evaluation responses

G,Oog|émVI search engine_ Our recommendation consisted of for each model. The best models would be eXpeCtEd to have
the first results page returned by Google. more "Fully” answered ratings and fewer "Irrelevant” rati-

The joint goals of obtaining training data and evaluating INgS.

models lead to a slightly complex experimental protocol: As suggested by this figure, and confirmed by statistical tests
Subjects were asked to browse normally, but explicitly (shown in “http://www.web-ic.com/lilac/results.html”), each
mark information content pages by pressing a button on theOf the different IC-models perform better than the baseline
browser tool bar. This step provides us with a complete sam-model (FHW). This result supports our basic assumption that
ple of the user’s behavior: a browsing sequence and the re-we are able to provide useful recommendations by integrat-

sulting information content page. This data can be used for ing the user’s browsing behaviors into the prediction. Further
training future models. analysis of the results will appear in a future paper.

Atthis point, the recommender generates a web-page recomy  \nep|CLite— An Effective Complete-Web
mendation using a randomly chosen recommendation model.  o.ommender System

The subject is then asked to compare the usefulness of the:l_he WebIC system that we used in the LILAC study has

page they marked as having satisfying information content . . :
to the page generated by the recommender model (See Fig:eVOIVed Into theWel_JICI__|terecommend_at|9n system, yvhose
ure 2). This second step allows us to assess the ability of thelnterface appears in Figure 4VeblCLiteis also a client-

chosen recommender model relative to the user's own stan->19¢; INtemet Explorerbased multi-tab web browser, that

dard of quality and to assess the value added to the user,S‘observes the user’s browsing behavior, extracts the brows-

existing information search efforts, Ing properties of the words encountered, and then uses those

) i browsing properties to predict the user’s current information
In the case where subjects could not find a page that ad'need, which it then uses to suggest (hopefully) useful pages

dresses his/her information need, subjects were instructedy, anywhere on the Web, without any explicit input from

the user. It first gathers browsing properties for essentially
1IFHW is based on a simple rule: rank words according to how often they

appear in the anchor text of followed hyperlinks. This is essentially the core all of the words Fhat appear in any of the observed pa}ges n
of the model used in “Inferring User Need by Information Scent’ (lUNIS)  the Current_ session, then uses a model of user browsing pat-
model [7]. terns, obtained from previously annotated web logs, to gen-
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Figure 4: WebICLite— An Effective Complete-Web Rec-
ommender System WeblCLitealso provides the options that allow the user to

keep surfing from the suggested pageby asking the user
if s’/he wants taDiscard P, Open P on the current tapor

erates an appropriate query to a search engine (here GooglePpenP in a new tab
which produces a candidate page to present to the user.

4.3 Learning from Evaluation
4.1 Hybrid Recommender models In order to train our models in LILAC, the study participants

Data from the LILAC study suggests that people tend to surf must actively label IC-pages while browsing the Web; of
the Web by following some general browsing session pat- course, this is inconvenient for the user, and unrealistic in

terns. One example of a search pattern looks like: a production version of the product. To solve this data col-
_ lection problem, we propose to passively train a model based
Query a search engin€)) on previous evaluation results. Recall that every time a user
Obtain a search results pagé, requests a recommendation, we generate a search query us-
gpte” O?ePURL fron® ing one of the models to return a page to the user, which s/he
elrn to is then asked to evaluate. If we assume that the search engine
Obtain another URL fronP . . . . -
Return toP (e.g., Google) remains relatively consistent (i.e., in terms of

the quality of pages returned) over time, we can infer the
evaluation of the search query from the actual evaluation of
This pattern suggests that this query to this search engine ighe recommended page. Thus we can label each query as one
not producing the relevant page. of the evaluation outcomes. We can then attempt to learn a
We found that some models work better for certain brows- “Fully”-page classifier by considering (as positive examples)
ing patterns, as determined by general characteristics of thePnly the queries that are evaluated as “Fully”, and the rest as
current session. For example, our evidence shows that IC-N€gative.
Relevant works better than any other models for the aboveln the LILAC study, the IC-Query models were trained di-
pattern.WeblCLitetherefore includes a set of rules to choose rectly based on the pages marked IC-pages. In the last week,
the model that works best for the current browsing session. we changed the experimental protocol to train a model based
on all queries that resulted in a “Fully” evaluation in the pre-
4.2 Ongoing Evaluation vious weeks. Figure 6 presents the results of these two mod-
In the current implementation, the user can click “Suggest” els, trained by the pages marked IC-page, vs the retrospective
to askWeblICLiteto propose a Web page, anytime s/he needs one.
assistance. As suggested here, both approaches produce similar perfor-
In order to collect the relevance feedback, which our system mance. This result is significant as it will allow us to contin-
can use to improve its performan&#eblCLitewill then ask uously refine the model without requiring user input to label
the user to evaluate the suggested page, using the interfacéC-pages while browsing the Internet. Importantly, this alter-
shown in Figure 5. Here, the user is asked to “Tell us what nate training method will make the use \WeblCLitemore
you feel about the suggested page”, to indicate whether therealistic in real world situations.
information provided on the page suggestedvidgbICLite
was relevant for his/her search task, just as the user did in® €onclusion
LILAC. Note that this is optional, if the user could provide In this paper we introduced two new behavior-based models.
such feedback, we can train his/her personalized models. While we are still in the process of analyzing our results, we
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have some evidence that these new models outperform both
the control model (FHW) and our existing model. Our cur-

rent study has shown that the positive potential of behavior-
based recommendation models seen in our laboratory stud-
ies can be transferred to real users browsing arbitrary web
pages during day-to-day tasks. In the couse of this study,
we have collected a large amount of high quality data and
expect to train significantly better models in the near future.
While still preliminary, we believe our results support the

conclusion that behavior-based models have a unique ability; 5

to provide responsive session-specific recommendations in-
dependent of any particular site and that these models have a
promising range of useful future extensions.

14.
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